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Yes, we borrowed our title from Dijkstra’s famous “Go To Statements Considered Harmful” paper. There 

is some relevance between the two. Like goto, which is very powerful but must be used carefully or it 

could make codes error prone, ChatGPT is widely known as powerful, but what it does for us must be 

treated carefully or it could present as truth inconsistent or outright wrong information. 

We use you.com chat as an application on ChatGPT and point out a few problems through examples. 

The screenshots were made from late December 2022 to early January 2023. 

In the first set of examples, we can see that each individual answer looks correct for those who do not 

know the correct answer beforehand, but when combining several answers together you can see the 

inconsistency between the answers because the answers could be obtained from different sources, 

refer to different time periods, or both. 

 

Correct. 

 

I suppose a person cannot be both the richest and second richest man in the world. Thus, it is either 

wrong or inconsistent. 

 



Given ChatGPT’s answers to the first two questions, I am not confident if this answer is correct or not. 

Once a doubt has arisen, you would not trust the system anymore (at least not completely). 

 

Well, I am not sure if Adani is in fact the third or fourth richest person on earth, and the net worths are 

different, referencing different dates. 

Try another celebrity: 

 

Not bad with three references. ChatGTP can give a negative answer to the question. 

 

The answer is consistent with the one above. However, this time it does not give any reference, and 

although both refer to the same source (Bloomberg Billionaires index Jan 01, 2023), the net worth is a 

bit different. 

 

This answer is quite different from the above two. 



 

The engine quoted another source and agreed to the question. Interestingly, it appears that the engine 

is trying to find a source that can confirm the question, even though it had found newer sources that 

contradict with the question. 

In the second set of examples, we perform tests on someone closer to home. We can see problems the 

engine infers incorrect information from the sources and  wrongly connects different persons together 

(entity resolution). 

 

Clearly, you.com is mixing several people. I would not blame you.com, since john lee is a common name, 

which has a special meaning only to Hong Kong starting from the last few years. However, the way 

you.com presents the mixed information is dangerous since it presents the information as truth about 

one single person. In a search engine, the answers  would be presented as different answers pointing to 

different source pages, and the users would infer by themselves if they were referring to the same or 

different persons. 



 

It is always good to be specific in the question. Here, we get information about the same person. This 

screenshot is a precious; it should make many people happy. 

 

Another evidence of you.com tending to focus on major figures (in this case, a Chief Executive of Hong 

Kong), while there should be many lee ka chiu’s in this world. In the second reference, lee ka chiu was 

still the Secretary for Security when the sanction was handed down --- evidence that you.com cannot 

focus on the latest information sources. 

How does ChatGPT benefit search engines? 
Regardless of the criticism raised above, it is fun to interact with ChatGPT. Its ability to understand the 

meaning of writings will be tremendously useful in understanding documents and queries and hence 

returning more accurate search results. Its weaknesses in distinguishing different entities of the same 

name, focusing on up-to-date information, resolving conflicting information, and understanding 

temporal and logical sequences are yet to be improved. 

The web search engine in you.com has a quality that rivals Google though. I take the example from 

Raghavan’s original post “How AI is powering a more helpful Google”, which is shown below: 

https://www.blog.google/products/search/search-on/


 

And here is what you.com returns (screenshot edited to remove ads): 

 

We can notice that the “before” and “after” answers appear as second and third answers, respectively, 

in you.com. The first answer appears to be good too. 



What are the Caveats? 
The fact that a GPT-based search engine can provide passages to summarize the key points for a query is 

great. However, where to insert the ads and would those ads be effective in this mode? If there were no 

organic links to the websites which are the source of the knowledge, those websites would not be able 

to acquire human traffic from the search engine. The traffic that the websites get only comes from the 

crawler of the search engine, which brings no benefit to the websites. 

Conclusion 
We can see a few problems from the tests: 

- The real harm is that, when you look at each result individually, you do not know if the answer is 

correct or not, and you tend to believe it is correct. However, when looking at all answers together, you 

can see inconsistencies, meaning that some answers are incorrect. 

- The engine appears to draw information from different sources, perhaps of different dates, and infers 

incorrect answers. For example, the engine fails to resolve different entities with the same name and 

connects different individually correct information to produce a wrong answer. The following is an 

example showing that the engine should have known that the first answer was wrong. 

 

 

- Despite all the mistakes presented here (and in many other places by different people), the GPT engine 

appears to be able to produce better answers as the inference process goes on, turning incorrect 

answers into correct ones some periods of time later. 


